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• Solvency II specifies in Delegated acts that a regulatory capital model should: 

a) identify the key variables driving dependencies

b) Account for non-linear dependence and lack of diversification in extreme scenarios

• Normal mixture copulas

• Gaussian copula, t-copula and extensions (grouped and skewed)

• Demarta and McNeil (2005), The t Copula and Related Copulas

• Vine copulas

• A general copula can be decomposed in (conditional) pairwise copulae

• Aas et al. (2009), Pair-copula constructions of multiple dependence

• Factor copulas

• Use copula implied by factor model

• Oh and Patton (2017), Modeling dependence in high dimensions with factor copulas
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Popular copulas

Principal Component Copulas

Introduction
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In market risk context

Principal Component Copulas

Principal Component Analysis

• PCA is a data rotation technique

• Decompose correlation matrix in eigenvalues and eigenvectors

• PCA is often used for dimension reduction

• Linear relation between PCs and risk factors 𝒀 = 𝑷𝑾𝑇:
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• PCA detects collective market modes

• First PC describes the market

• First eigenvalue is very large

• First eigenvector is parallel

• During crisis, indices move together

• Market mode skewed and fat-tailed

• Highest PCs describe random noise

Source: https://numxl.com/
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Integrating PCA into a copula framework

Principal Component Copulas

Modelling scheme

• PCA on normal scores:

• All steps can be directly performed

• Based on reshaping and rotating

• Reduces skewness and outliers

• General Principal Component Copula

• Defined by distribution function 𝐹𝑷

• Requires knowledge of 𝐹𝑌𝑖 𝑌𝑖

• An iPCC assumes independent PCs

• Greatly simplifies the modelling

• Normal marginals then restrictive
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CopulaMarginals

• A general integration of PCA into a copula framework is lacking
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Copula density and tail dependence

Principal Component Copulas

Propositions

• Proposition I:

Consider a 𝑑-dimensional iPCC with densities 𝑓𝑃𝑗and characteristic functions 𝜙𝑃𝑗 for

PCs. Then, the copula density 𝑐𝒀(𝑢1, … , 𝑢𝑑) can be expressed in terms of 𝑓𝑃𝑗 and

𝜙𝑃𝑗 using only one-dimensional integrals and inversions.

• Proof based on convolution:

• Consider copula density:   𝑐𝒀 𝑢1, … , 𝑢𝑑 =
𝑓𝒀(𝑦1,…,𝑦𝑑)

𝑓𝑌1 𝑦1 …𝑓𝑌𝑑(𝑦𝑑)
with 𝑦𝑖 = 𝐹𝑌𝑖

−1(𝑢𝑖)

• Joint density 𝑓𝒀 given by: 𝑓𝒀 𝑦1, … , 𝑦𝑑 = 𝑓𝑃1 𝒚 ∙ 𝒘1 …𝑓𝑃𝑑 𝒚 ∙ 𝒘𝑑 ∙ 𝐽

• Characteristic function: 𝜙𝑌𝑖 𝑡 = ς𝑗𝜙𝑃𝑗 𝑤𝑖,𝑗𝑡

• Marginal density: 𝑓𝑌𝑖 𝑦 =
1

2𝜋
∞−׬
∞
𝜙𝑌𝑖 𝑡 𝑒

−𝑖𝑡𝑦𝑑𝑡 (use FFT or COS)

• Proposition II:

Consider two PCs with hyperbolic (∝ 𝑒 𝛼+𝛽 𝑥) and normal distribution (∝ 𝑒−𝑥
2/(2𝜎2)). 

Consider risk factors 𝑌± = (𝑃1 ± 𝑃2)/ 2. Then, copula of 𝒀 has lower tail dependence

parameter: 2Φ (−(𝛼+𝛽)𝜎)
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Maximum likelihood and Generalized Method of Moments

Principal Component Copulas

Estimation

• Due to analytic density Maximum Likelihood can be performed

• For many correlation parameters moment estimator is preferred

• Iterative algorithm for Generalized Method of Moments:
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In 100 dimensions

Principal Component Copulas

Simulation study

• Data generating process (DGP): Hyperbolic for first 2 PCs, Normal for higher PCs

• Correlation matrix given by:

with

• First two PCs are skewed and have kurtosis generating asymmetric tail dependence

• Simulation of DGP and estimation based on ML and GMM
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Major stock indices

Principal Component Copulas

Case study

• Data used on major stock indices since 1998

• Weekly logreturn data gives 1304 data points

• GARCH (1,1)-filter for volatility clustering

• First PC describes collective market mode (parallel)

• Second PC describes collective Asian mode

• Japan (index 9) ‘most western index’



• We consider Hyperbolic-Normal PCC and Skew t-t PCC

• We study average pairwise CPJQE and joint CPJQE of equity indices: 

with

• Conventional copulas fail binomial tests on joint exceedances, which PCC passes
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Aggregate measures of tail dependence

Principal Component Copulas

Copula performance



• We have introduced a class of copulas integrating PCA 

• With PCA we automatically detect most important directions in data

• The first PC describes a parallel shock, relevant for crises

• Using general distributions for first PC(s), we introduce tail dependence

• High-dimensional copula density is obtained (semi-)analytically using convolution

• The tail dependence properties are analytically obtained

• We have implemented two estimation methods, ML and GMM

• We have applied the model to simulations and historic data in high dimensions

• The model performs well on aggregate measures of tail risk

• We consider the copula to be particularly suited for regulatory capital:

a) identify the key variables driving dependencies, and: 

b) Non-linear dependence and lack of diversification in extreme scenarios
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Principal Component Copulas

Principal Component Copulas

Conclusions
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